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AI and Culture: Culturally dependent responses to AI systems 

 

Abstract 

This article synthesizes recent research connected to how cultural identity can determine 

responses to artificial intelligence.  National differences in AI adoption imply that culturally-

driven psychological differences may offer a nuanced understanding and interventions. Our 

review suggests that cultural identity shapes how individuals include AI in constructing the self 

in relation to others and determines the effect of AI on key decision-making processes. 

Individualists may be more prone to view AI as external to the self and interpret AI features to 

infringe upon their uniqueness, autonomy, and privacy. In contrast, collectivists may be more 

prone to view AI as an extension of the self and interpret AI features to facilitate conforming to 

consensus, respond to their environment, and protect privacy. 
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Adopting artificial intelligence across cultures 

Artificial intelligence represents “the science and engineering of making intelligent 

machines,” with an emphasis on machines’ capabilities to learn, at least, in part, as humans do 

[1]. Following recent work [2], we conceptualize AI as an ecosystem comprising three 

fundamental elements—data collection and storage, statistical and computational techniques, and 

output systems—that enable products and services to perform tasks typically understood as 

requiring intelligence and autonomous decision making on behalf of humans [3]. Today, AI 

represents a general-purpose technology [4] with the potential to revolutionize the lives of 

consumers everywhere, in ways large or small [5].  

However, published statistical information reveals strong geographical differences in the 

acceptance of artificial intelligence (AI). For example, compared to 26–33% of companies in 

France, Spain, and the U.S., 50–59% of companies in India, Singapore, and China report to have 

actively deployed AI as part of their business operations [6]. Researchers often cite such 

differences in the prevalence of AI to explain why many more people in Eastern countries (67-

72%) perceive AI as beneficial for society [7], compared to Western countries, and generally 

accept the use of AI in specific applications [8]. A merely descriptive perspective overlooks the 

potentially significant role of cultural psychology in explaining these observed differences in AI 

prevalence and acceptance. Indeed, recent unpublished analyses of secondary data reveal that 

country-level differences in cultural values (e.g., individualism-collectivism) significantly 

predict AI acceptance beyond other factors (e.g., GDP per capita). Overall, these insights support 

the possibility of a nuanced interplay between cultural identity and consumer responses toward 

AI, building upon a rich body of literature connecting country differences to psychological 

differences in responses to new technologies [9,110] and consumer behaviors [11,12]. Our 



review will show how cultural psychology can advance our understanding of how consumers’ 

responses to AI may relate to the self and how its adoption may impact the consumer journey. 

 

Culture determines the role of AI in constructing the self  

Culture is defined as a set of meanings shared by people in a given place and time [13]. 

Although numerous culturally shaped meanings exist, including the level of emphasis on 

hierarchical social arrangements (power distance) and the level of reliance on social norms to 

avoid the uncertainty of future events (uncertainty avoidance; [14]), perhaps the most relevant 

element that culturally differs in its meaning is the definition of self. People from different 

cultural backgrounds see themselves in relationships with others differently. Following the bulk 

of cross-cultural research, we focus on whether the self is defined as independent versus 

interdependent [15] and on the associated values of individualism and collectivism, which 

reinforce those self-construals [16].  

Technology has become a useful tool to mediate relationships with others [17], while 

potentially being “other” itself [18, 19]. Known cultural variation in how individuals construct 

their self-concepts in relationship to others [15] and the increasing role of technology in our daily 

lives suggest cultural patterns in how individuals include AI technologies in the self (i.e., AI is 

external to the self versus an extension of the self) and organize AI within social hierarchies (i.e., 

AI is higher in power or not).  

 

AI as external to the self 

External but equal 



The tendency to view AI as external to the self, and therefore a threat, is pervasive [18, 

19]. When people view AI as external to the self but not more powerful, they may be more likely 

to view AI’s benefits (e.g., automation) as a threat to their identities [20*]. People with 

individualistic cultural tendencies seem particularly subject to this interpretation. For example, 

U.S. and Western European consumers who strongly identified with a social category (e.g., 

thought of themselves as good bakers) tend to resist automation in identity-relevant products 

(e.g., bread-baking machines) [21]. Moreover, increasing levels of independent self-construal–

viewing oneself as separate and unique from others–weakened the symbolic value derived from 

delegating tasks to AI as if it were a subordinate  [22]. 

External and more powerful 

However, when individuals view AI as external to the self and more powerful, then 

responses become more favorable. Consider religiosity. Although often overlooked as a 

dimension of cultural differences [23], religiosity increases trust in the unseen and positively 

influences AI acceptance and evaluations [24]. Moreover, when God is salient, people tend to 

feel small and fallible, weakening their aversion to AI (vs. human), and leading to a more likely 

acceptance of its recommendations [25**].  

 

AI as an extension of the self 

In contrast to the dominant conceptualization of AI as external to the self, scholars have 

called for research to consider conceptualizations of AI as an extension of the self [18,20*]. One 

relevant benefit of an extension-of-self conceptualization is that people may be more prone to 

apply lay theories about human intelligence to artificial intelligence. For example, volumes of 

research support the idea that people vary in the belief that human intelligence can be increased 



over time (the incremental belief) or that intelligence is fixed and cannot grow over time (the 

entity belief)  [26]. Recent work showed that one reason people distrust AI is because they 

believe that, unlike humans, AI cannot learn from past mistakes; therefore, once the algorithm’s 

ability to learn was made salient (i.e., increased performance from 60 to 80% correct evaluations 

over one year), there was an increase in trust and choice of algorithms [27**]. Given that the 

belief in incremental human intelligence is more prevalent in East and South Asian cultures than 

in North American cultures [28,29], future research that considers AI as an extension of the self 

may afford culturally inclusive predictions about when and why people distrust AI because of its 

presumed ability or inability to learn (see Table 1 for sample future research hypotheses). More 

broadly, interventions that frame AI as an extension of the self, and therefore more equal to the 

self, may prompt favorable judgments of AI regardless of cultural identity.  

 

Culture determines the effect of AI on decision-making 

Consensus versus uniqueness 

By their very nature, the algorithms that power AI are reductionist [30]. They need to 

translate human behavior, identity, preferences, and attributes into a smaller set of independent, 

computationally readable variables, parameters, and formulae [20*,31]. In this way, people may 

view AI systems to emphasize consensus information at the expense of an individual’s 

uniqueness.  

Compared to individualistic cultures, people from collectivistic cultures, such as India 

and most cultures outside the industrialized West, place more value on consensus because it 

helps them pursue social harmony and interconnectedness with their in-groups [15]. In Korea, 

for instance, the word for “conformity” means “maturity” and “inner strength.” In collectivistic 



cultures, conforming to others is therefore highly valued [12,32]. For example, consensus 

information that emphasizes others’ preferences plays a greater role in persuasion in collectivist 

(vs. individualist) cultures [11]. Since collectivism may increase the impact of familiarity due to 

pressure to conform, recent evidence shows that familiarity with AI weakens algorithm aversion 

more for Indians than for Americans [33**]. 

In contrast, people from individualistic cultures, such as the U.S., place a high value on 

uniqueness because it helps them perceive themselves as agentic, self-reliant, and distinct from 

others [13,14,15,16]. Accordingly, uniqueness neglect has been shown to influence algorithm 

aversion more for Americans than for Indians [33**]. However, framing technology as a way to 

amplify one’s uniqueness may improve individualists’ responses to AI. For instance, individuals 

who express individualistic (vs. collectivistic) tendencies are more accepting of personalized 

recommendations based on their unique preferences [12], and are willing to pay more for AI 

recommendations that help them avoid similarity with others [34].  

Agency transference 

Agency refers to the human capability to influence one's functioning and the course of 

events by one's actions [35]. Agency transference relates to AI’s ability to limit one’s personal 

agency, as agency is transferred from humans to algorithms [36*]. However, various literatures 

suggest that agency itself may not be “personal” across different cultural contexts. In 

individualistic cultures such as the U.S., people adopt a model of agency that prescribes that 

one’s actions are internally driven and independent from outside influence [37], consistent with 

Westerners’ tendencies to exhibit more internal locus of control [38]. Indeed, when people feel a 

greater internal locus of control, they are less likely to follow suggestions from AI in games [39] 

and medical diagnoses [40], suggesting an unwillingness to transfer agency to AI. Moreover, in a 



series of studies conducted with participants in Western cultural contexts, Dietvorst, Simmons, 

and Massey [41] showed that people become satisfied even with slight control over the process, 

such as the ability to modify the input to some extent in algorithmic decision-making. 

Compared to people in individualistic cultures, people in collectivistic cultures such as 

India adopt a model of agency that prescribes that one’s actions are responsive to the 

environment [37], attribute others’ behaviors to situational factors [42], and exhibit more 

external locus of control [38]. Therefore, cultural identity might determine the extent to which 

individuals perceive AI to limit agency. Consistent with this idea, when ordering room service 

with an AI-powered voice assistant (vs. touch panel), participants primed with an independent 

self-construal felt lower levels of satisfaction due to a lack of perceived control. In contrast, 

among participants primed with an interdependent self-construal, there were no differences in 

perceived control or satisfaction [43].  

Self-disclosure and privacy 

AI systems require large amounts of data from users to operate and, thus, tend to require 

significant self-disclosure. Such self-disclosure requires self-expression, which has well-

documented cultural variation in psychology research. Whereas individualists are motivated to 

self-express [44], collectivists are motivated to conform [45]. For example, in peer-to-peer 

communications such as discussion boards (e.g., eBay and EachNet; [46]) and customer reviews 

(e.g., Amazon; [47]), U.S. and Australian consumers were more likely than their Chinese 

counterparts to express opinions and recommendations. Evidence suggests that cultural identity 

shapes patterns of self-disclosure in ways that resemble culturally shaped patterns of self-

expression. Chinese individuals primed with an independent (vs. interdependent) self-construal 



were more willing to disclose private driving and identifying information to a smartphone app 

that could supply real-time analyses of users’ driving activities [48].  

In addition to fueling AI systems, self-disclosure also makes users vulnerable to privacy 

threats [2]. Multinational surveys suggest that individualists (vs. collectivists) have greater 

concern for such privacy threats, corresponding with their relatively greater tendencies to 

disclose information to these systems. For example, people from Europe and the U.S. expressed 

greater anxiety about AI use and concern about privacy disclosure by AI applications, whereas 

people from Eastern Asia and China expressed greater comfort with AI use and optimism about 

AI’s ability to protect user privacy [49,50]. Moreover, privacy concerns were more likely to 

predict the contestation of personalized AI-based recommender systems (e.g., TikTok) among 

people from individualistic countries (e.g., U.K.) than those from collectivistic countries (e.g., 

Japan)[51]. Together, these findings suggest that cultural identity may influence the willingness 

to disclose and the subsequent concern with the safety of those disclosures. 

Normative reinforcement 

By their nature, AI systems can make consensus readily accessible, facilitating 

conformity and reinforcing prevalent norms. This is particularly worrisome given that people are 

less likely to perceive algorithmic (vs. human) decisions as biased, potentially fueling further 

discrimination [52**]. Although conforming to norms is especially appealing to collectivists 

[11,12,32], evidence suggests that collectivism–as well as the cultural dimensions of uncertainty 

avoidance and masculinity–positively correlates with questioning AI-based recommendations 

that may be perceived as racially or gender-biased [53]. This pattern is consistent with the 

finding that people who are born or raised in countries with high (vs. low) perceived corruption 

are less averse to algorithmic decision‐making because algorithms seem more capable of 



facilitating growth and productivity [54**], even though at the societal level, collectivism 

correlates with corruption [55,56]. Further understanding of how AI can reinforce–or rectify–

various societal norms within different cultures is a ripe area for future research (see Table 1). 

 

Conclusion 

  Our review of recent literature shows that cultural identity is an effective theoretical 

framework for understanding how individuals might conceptualize and use AI in decision-

making. Whereas the consideration of individualism and collectivism is relatively mature, 

numerous opportunities remain for exploring how other cultural dimensions might influence 

conceptualizations and responses to this technological revolution. 
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Table 1 

Sample hypotheses for future research on culture and artificial intelligence. 

Future research priority Specific research question 

Prediction for collectivistic or 

interdependent cultural context 

Prediction for individualistic or 

independent cultural context 

What are the effects of 

emphasizing self–AI overlap 

on AI adoption? 

Does culture predict how 

consumers respond to AI 

framings that emphasize 

different aspects of the self-

concept? 

Framing AI as an extension of 

the connected self (e.g., 

highlighting shared interests) 

will drive adoption. 

Framing AI as an extension of 

the unique self (e.g., creating 

personalized AI avatars) will 

drive adoption. 

What factors determine self-

disclosure in each cultural 

context? 

Does emphasizing self-interest 

versus altruistic pursuits 

facilitate self-disclosure?  

Emphasizing altruistic pursuits 

(e.g., help AI improve) will 

facilitate self-disclosure.   

Emphasizing self-interest 

pursuits (e.g., reaching 

personal fitness goals) will 

facilitate self-disclosure.   

How does culture determine 

responses to AI fairness?  

Does culture predict how 

consumers respond to different 

aspects of AI fairness? 

Highlighting the procedural 

fairness in AI decisions (e.g., 

algorithm generates 

recommendations the same 

way for all) will improve 

judgments.  

Highlighting the distributive 

fairness in AI decisions (e.g., 

algorithm delivers similarly 

effective recommendations to 

all) will improve judgments. 

How does culture determine 

responses to norm violations 

by AI?  

Does culture predict the 

fairness perceptions that 

consumers have in response to 

different norm violations by 

AI? 

AI violations of communal 

norms (e.g., appearing 

insensitive to disparities in 

others’ emotional states) will 

decrease fairness perceptions. 

AI violations of exchange 

relationship norms (e.g., 

appearing overly sensitive to 

disparities in others’ emotional 

states) will decrease fairness 

perceptions. 



References 

References of particular interest have been highlighted as 

* of special interest 

* * of outstanding interest 
1. McCarthy J, Minsky ML, Rochester N, Shannon CE: A proposal for the dartmouth summer research project on artificial intelligence, August 

31, 1955, AI Mag 2006, 27(4):12-2, https://doi.org/10.1609/aimag.v27i4.1904. 
2. Puntoni S, Reczek RW, Giesler M, Botti S: Consumers and artificial intelligence: An experiential perspective. J Mark 2021, 85(1):131-51, 

https://doi.org/10.1177/0022242920953847. 
3. Agrawal A, Gans J, Goldfarb A: Prediction, judgment and complexity. Natl Bur Econ Res 2018, http://www.nber.org/chapters/c14010. 

4. Brynjolfsson E, McAfee A: The second machine age: Work, progress, and prosperity in a time of brilliant technologies. WW Norton & Company; 

2014.  https://www.as.utexas.edu/astronomy/education/fall15/wheeler/secure/ExponentialGrowth.pdf. 

5. Furman J, Seamans R: AI and the Economy. Innov Policy Econ 2019, 19(1):161-91, https://doi.org/10.1086/699936. 
6. IBM: IBM Global AI adoption Index 2023. https://www.multivu.com/players/English/9240059-ibm-2023-global-ai-adoption-index-report/. 

Accessed 13 May 2024. 
7. Johnson, C., & Tyson, A: People globally offer mixed views of the impact of artificial intelligence, job automation on society. Pew Res Cent 

2022. https://www.pewresearch.org/short-reads/2020/12/15/people-globally-offer-mixed-views-of-the-impact-of-artificial-intelligence-job-
automation-on-society/. 

8. Gillespie N, Lockey S, Curtis C, Pool J, Akbari A: Trust in artificial intelligence: A global study. The University of Queensland & KPMG Australia; 
2023.  https://doi.org/10.14264/00d3c94. 

9. Alsaleh DA, Elliott MT, Fu FQ, Thakur R: Cross-cultural differences in the adoption of social media. J Res Interact Mark 2019, 13(1):119-40, 
https://doi.org/10.1108/JRIM-10-2017-0092. 

10. Haring KS, Mougenot C, Ono F, Watanabe K: Cultural differences in perception and attitude towards robots. Int J Affect Eng 2014, 13(3):149-
57, https://doi.org/10.5057/ijae.13.149. 

11. Barnes AJ, Shavitt S: Top Rated or Best Seller? Cultural Differences in Responses to Attitudinal versus Behavioral Consensus Cues. J 
Consum Res 2023, https://doi.org/10.1093/jcr/ucad074.  

12. Kramer T, Spolter-Weisfeld S, Thakkar M: The effect of cultural orientation on consumer responses to personalization. Mark Sci 2007, 26:246-
58, http://www.jstor.org/stable/40057052. 

13. Triandis HC, Gelfand MJ: A theory of individualism and collectivism. Handbook of theories of social psychology. 2012, 2, 
http://digital.casalini.it/9781446269008. 

14. Hofstede G: Culture and organizations. International Studies of Management & Organization 1980, 10(4):15-41, 
https://doi.org/10.1080/00208825.1980.11656300. 

15. Markus HR, Kitayama S: Culture and the self: Implications for cognition, emotion, and motivation. Psychol Rev 1991, 98(2), 224–253, 
https://doi.org/10.1037/0033-295X.98.2.224. 

16. Triandis HC: The psychological measurement of cultural syndromes. Am Psychol 1996, 51(4):407, https://doi.org/10.1037/0003-066X.51.4.407. 
17. Melumad, S., Hadi, R., Hildebrand, C. et al. Technology-Augmented Choice: How Digital Innovations Are Transforming Consumer Decision 

Processes. Cust. Need. and Solut 2020, 7, 90–101 (2020). https://doi.org/10.1007/s40547-020-00107-4.  
18. Dégallier-Rochat S, Kurpicz-Briki M, Endrissat N, Yatsenko O: Human augmentation, not replacement: A research agenda for AI and robotics 

in the industry. Front Robot AI 2022, 9:997386, https://doi.org/10.3389/frobt.2022.997386.  

19. Zhou Y, Shi Y, Lu W, Wan F: Did Artificial Intelligence Invade Humans? The Study on the Mechanism of Patients’ Willingness to Accept 

Artificial Intelligence Medical Care: From the Perspective of Intergroup Threat Theory. Front Psychol 2022, 13, 
https://doi.org/10.3389/fpsyg.2022.866124. 

 
20. *André Q, Carmon Z, Wertenbroch K, Crum A, Frank D, Goldstein W, Huber J, Van Boven L, Weber B, Yang H: Consumer choice and autonomy 

in the age of artificial intelligence and big data. Cust Needs Sol 2018, 5:28-37, https://doi.org/10.1007/s40547-017-0085-8. 
 

21. Leung E, Paolacci G, Puntoni S: Man versus machine: Resisting automation in identity-based consumer behavior. J Mark Res 2018, 55:818-31, 
https://doi.org/10.1177/0022243718818423. 

22. Frank B, Herbas-Torrico B, Schvaneveldt SJ: The AI-extended consumer: technology, consumer, country differences in the formation of 

demand for AI-empowered consumer products. Technol Forecast Soc Change 2021, 172:121018, https://doi.org/10.1016/j.techfore.2021.121018. 

23. Gebauer JE, Sedikides C: Cultural religiosity: A neglected but powerful dimension of culture. Curr Opin in Psychol 2021, 40:73-8, 
https://doi.org/10.1016/j.copsyc.2020.08.027. 

24. Minton EA, Kaplan B, Cabano FG: The influence of religiosity on consumers' evaluations of brands using artificial intelligence. Psychol Mark 
2022, 39(11):2055-71, https://doi.org/10.1002/mar.21727. 

 
25. **Karataş M, Cutright KM: Thinking about God increases acceptance of artificial intelligence in decision-making. Proc Natl Acad Sci 2023, 

120(33):e2218961120, https://doi.org/10.1073/pnas.2218961120. 

 

26. Dweck CS: Motivational processes affecting learning. Am Psychol 1986, 41(10):1040, https://doi.org/10.1037/0003-066X.41.10.1040. 
 

27. ** Reich T, Kaju A, Maglio SJ: How to overcome algorithm aversion: Learning from mistakes, J Consum Psychol 2023, 33(2), 285-302, 
https://doi.org/10.1002/jcpy.1313. 

 
28. Heine SJ, Kitayama S, Lehman DR, Takata T, Ide E, Leung C, Matsumoto H: Divergent consequences of success and failure in Japan and North 

America: an investigation of self-improving motivations and malleable selves. J Pers Soc Psychol 2001, 81(4):599, https://doi.org/10.1037/0022-
3514.81.4.599. 

29. Rattan A, Savani K, Naidu NV, Dweck CS: Can everyone become highly intelligent? Cultural differences in and societal consequences of 

beliefs about the universal potential for intelligence. J Pers Soc Psychol, 103(5):787–803, https://doi.org/10.1037/a0029263. 

30. Valenzuela A, Puntoni S, Hoffman D, Castelo N, De Freitas J, Dietvorst B, Hildebrand C, Huh YE, Meyer R, Sweeney ME, Talaifar S, Tomaino S, 
Wertenbroch K: How artificial intelligence constrains the human experience. J Assoc Consum Res 2024, forthcoming, 

https://www.journals.uchicago.edu/doi/abs/10.1086/730709.  

https://doi.org/10.1609/aimag.v27i4.1904
https://doi.org/10.1177/0022242920953847
https://doi.org/10.1177/0022242920953847
http://www.nber.org/chapters/c14010
https://www.as.utexas.edu/astronomy/education/fall15/wheeler/secure/ExponentialGrowth.pdf
https://doi.org/10.1086/699936
https://www.pewresearch.org/short-reads/2020/12/15/people-globally-offer-mixed-views-of-the-impact-of-artificial-intelligence-job-automation-on-society/#:~:text=A%20median%20of%2048%25%20say
https://www.pewresearch.org/short-reads/2020/12/15/people-globally-offer-mixed-views-of-the-impact-of-artificial-intelligence-job-automation-on-society/#:~:text=A%20median%20of%2048%25%20say
https://doi.org/10.14264/00d3c94
https://doi.org/10.1108/JRIM-10-2017-0092
https://doi.org/10.1108/JRIM-10-2017-0092
https://doi.org/10.5057/ijae.13.149
https://doi.org/10.1093/jcr/ucad074
http://www.jstor.org/stable/40057052
http://digital.casalini.it/9781446269008
https://doi.org/10.1080/00208825.1980.11656300
https://doi.org/10.1080/00208825.1980.11656300
https://psycnet.apa.org/doi/10.1037/0033-295X.98.2.224
https://psycnet.apa.org/doi/10.1037/0033-295X.98.2.224
https://doi.org/10.1037/0003-066X.51.4.407
https://doi.org/10.1007/s40547-020-00107-4
https://doi.org/10.3389/frobt.2022.997386
https://doi.org/10.3389/fpsyg.2022.866124
https://doi.org/10.3389/fpsyg.2022.866124
https://doi.org/10.1007/s40547-017-0085-8
https://doi.org/10.1177/0022243718818423
https://doi.org/10.1177/0022243718818423
https://doi.org/10.1016/j.copsyc.2020.08.027
https://doi.org/10.1002/mar.21727
https://doi.org/10.1073/pnas.2218961120
https://doi.org/10.1037/0003-066X.41.10.1040
https://doi.org/10.1002/jcpy.1313
https://doi.org/10.1002/jcpy.1313
https://psycnet.apa.org/doi/10.1037/0022-3514.81.4.599
https://psycnet.apa.org/doi/10.1037/0022-3514.81.4.599
https://doi.org/10.1037/a0029263
https://www.journals.uchicago.edu/doi/abs/10.1086/730709


31. Hildebrand C: The machine age of marketing: How artificial intelligence changes the way people think, act, and decide. NIM Mark Intell Rev 
2019, 11(2):10-7, https://doi.org/10.2478/nimmir-2019-0010.  

32. Park HS. Self‐construals as motivating factors in opinion shifts resulting from exposure to majority opinions. Comm Rep 2001, 14(2):105-16. 
 

33. **Liu NT, Kirshner SN, Lim ET: Is algorithm aversion WEIRD? A cross-country comparison of individual differences and algorithm 

aversion. J Retail and Consum Services 2023, 72:103259, https://doi.org/10.1016/j.jretconser.2023.103259. 

 
34. Loureiro SM, Jiménez‐Barreto J, Bilro RG, Romero J: Me and my AI: Exploring the effects of consumer self‐construal and AI‐based experience 

on avoiding similarity and willingness to pay. Psychol Mark 2024, 41:151-67, https://doi.org/10.1002/mar.21913. 
35. Bandura A: Toward a psychology of human agency. Perspect Psychol Sci 2006, 1(2):164-80, https://doi.org/10.1111/j.1745-6916.2006.00011.x. 

 
36. *De Freitas J, Uğuralp AK, Oğuz‐Uğuralp Z, Puntoni S: Chatbots and mental health: insights into the safety of generative AI. J Consum Psychol 

2022, 00:1-11, https://doi.org/10.1002/jcpy.1393. 
 

37. Savani K, Markus HR, Conner AL: Let Your Preference Be Your Gu9. ide? Preferences and Choices Are More Tightly Linked for North 

Americans Than for Indians. J Pers Soc Psychol 2008, 95(4):861–76,  https://doi.org/10.1037/a0011618. 

38. Weisz JR, Rothbaum FM, Blackburn TC: Standing out and standing in: The psychology of control in America and Japan. Am Psychol 1984, 
39(9):955, https://doi.org/10.1037/0003-066X.39.9.955. 

39. Sharan NN, Romano DM: The effects of personality and locus of control on trust in humans versus artificial intelligence. Heliyon 2020, 6(8), 
https://doi.org/10.1016/j.heliyon.2020.e04572. 

40. Shaffer VA, Probst CA, Merkle EC, Arkes HR, Medow MA: Why do patients derogate physicians who use a computer-based diagnostic 

support system?. Med Decis Mak 2013, 33(1):108-18, https://doi.org/10.1177/0272989X12453501. 

41. Dietvorst BJ, Simmons JP, Massey C: Overcoming algorithm aversion: People will use imperfect algorithms if they can (even slightly) modify 

them. Manag Sci 2018, 64(3):1155-70, https://doi.org/10.1287/mnsc.2016.2643. 

42. Choi, I, Nisbett RE, Norenzayan A. Causal Attribution across Cultures: Variation and Universality. Psychol Bull 1999, 125(1): 47–63, 
http://dx.doi.org/10.1037/0033-2909.125.1.47. 

43. Fan A, Lu Z, Mao ZE: To talk or to touch: Unraveling consumer responses to two types of hotel in-room technology. Int J Hosp Manag 
2022,101:103112, https://doi.org/10.1016/j.ijhm.2021.103112. 

44. Kim HS, Sherman DK: "Express yourself": culture and the effect of self-expression on choice. J Personal Soc Psych 2007, 92:1, 
https://doi.org/10.1037/0022-3514.92.1.1. 

45. Kim HS, Markus HR: Deviance or uniqueness, harmony or conformity? A cultural analysis. J Personal Soc Psych 1999, 77(4):785, 
https://doi.org/10.1037/0022-3514.77.4.785 

46. Fong J, Burton S: A cross-cultural comparison of electronic word-of-mouth and country-of-origin effects. J Bus Res 2008, 61(3):233-42, 
https://doi.org/10.1016/j.jbusres.2007.06.015. 

47. Lai J, He P, Chou HM, Zhou L: Impact of national culture on online consumer review behavior, Global J Bus Res 2013, 7(1):109-15, 
https://ssrn.com/abstract=2147910. 

48. Zhang C, Cui C, Yao Q: “I” Am Willing to Disclose, but “We” are Unwilling: The Impact of Self-Construal on Individuals’ Willingness to 

Disclose. Psychol Res Behav Manag 2021, 14:1929–1945, https://doi.org/10.2147/PRBM.S336223. 

49. Mantello P, Ho MT, Nguyen MH, Vuong QH: Bosses without a heart: socio-demographic and cross-cultural determinants of attitude toward 

Emotional AI in the workplace. AI Soc 2023, 38:97-119, https://doi.org/10.1007/s00146-021-01290-1. 

50. Xing Y, He W, Zhang JZ, Cao G: AI privacy opinions between US and Chinese people. J of Comput Inf Syst 2023, 63(3):492-506, 

https://doi.org/10.1080/08874417.2022.2079107. 

51. Starke C, Metikoš L, Helberger N, de Vreese C: Contesting Personalized Recommender Systems: A Cross-Country Analysis of User Preferences 
2023. https://doi.org/10.31235/osf.io/bpfqk. 

 
52. ** Bonezzi A, Ostinelli M: Can algorithms legitimize discrimination?. J Exp Psychol: Appl 2021, 27(2):447, https://doi.org/10.1037/xap0000294.  

 
53. Gupta M, Parra CM, Dennehy D: Questioning racial and gender bias in AI-based recommendations: Do espoused national cultural values 

matter?. Inf Syst Front 2022, 24(5):1465-81, https://doi.org/10.1007/s10796-021-10156-2. 
 

54. **Castelo N: Perceived corruption reduces algorithm aversion. J Consum Psychol 2023, https://doi.org/10.1002/jcpy.1373. 
 

55. Achim MV: Cultural dimension of corruption: A cross-country survey.  Int Adv Econ Res 2016, 22(3):333-45, https://doi.org/10.1007/s11294-
016-9592-x. 

56. Seleim A, Bontis N: The relationship between culture and corruption: A cross‐national study. J Intellect Cap 2009, 10(1):165-84, 
https://www.emerald.com/insight/content/doi/10.1108/14691930910922978/full/. 

 
Further information on references of particular interest 

 

20. * This paper reviews and discusses how new technologies may enhance or diminish consumers’ perceptions of being in control of their choices and 

how either of those can, in turn, enhance or detract from consumer well-being. 
25. ** The authors demonstrate that contemplating God fosters increased acceptance of AI-based recommendations, with the decreased dependence on 

humans being attributed to a heightened sense of insignificance when God is prominent. 
27.  ** This research addresses the root cause of algorithm aversion, finding that consumers tend to avoid algorithmic advice due to the misconception 

that algorithms lack the ability to learn from mistakes. 
33. ** The authors demonstrate that uniqueness neglect strengthens algorithm aversion for Americans more than for Indians, while familiarity weakens 

algorithm aversion more for Indians than for Americans. 
36. * This paper reviews and suggests the significance of perceived autonomy in consumer choice in the domain of choice, well-being, and consumer 

welfare in the age of artificial intelligence.  
52. ** The authors show that algorithmic decisions that yield gender or racial disparities are often viewed as less biased than human decisions because 

people believe that algorithms remove personal biases by focusing solely on rules and procedures, disregarding individual characteristics.  

54. ** Drawing participants from over 30 countries across all inhabited continents, this work demonstrates that individuals born or raised in countries 
with high levels of perceived corruption are much less averse to algorithmic decision-making by making algorithms seem more capable of facilitating 
growth and productivity. 
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